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ABSTRACT

Hospital readmission rate is adopted as a key hospital quality metric by the Centers for Medicare and Medicaid Services (CMS). In 2012, CMS began penalizing 2200 hospitals with excess readmission rates for a total about $280 million in Medicare payments. However, readmission rate may not be an appropriate quality metric because it may be driven by factors other than the care given at hospitals. In this research, rather than treating readmission as a consequence of a mere inpatient care quality, we investigate several other important factors that may lead to readmission, such as insurance coverage and patient's unobserved health status outside hospitals. We posit that generous insurance coverage may result in higher readmission rates; and deteriorated health status, which is unobservable most of the time, may result in higher readmission rates. We utilize a comprehensive inpatient panel dataset of Congestive Heart Failure patient visits across 68 hospitals in North Texas from 2005 to 2011. We apply a quasi-experimental approach to investigate the impact of switching to Medicare plan on increasing readmission rate and develop a Hidden Markov Model (HMM) to capture the unobservable health status and its impact on the readmission rate. Our quasi-experimental results demonstrate that privately insured or self-pay patients face higher readmission propensity after they enroll in Medicare. HMM estimation results indicate that there is a substantial difference in the readmission rates among different health states (e.g., less healthy had significantly higher readmission rates compared to healthier), all of which reveals the association between level of unobserved health status and readmission rate. This research sheds light onto debate over readmission rate as a sole quality metric and tries to explain that unobservable health status and financial risk borne by patients are likely causes of readmission.
1 INTRODUCTION

High hospital readmission rates, defined as patient’s admission to a hospital within 30-days of being discharged from the same or another hospital (CMS 2014), have recently become the focus of clinicians, healthcare leaders and policy makers, due to its prevalence and high cost on the United States (US) healthcare system (McCarthy et al. 2013). Hospital Readmission Reduction Program (HRRP), established by the Centers for Medicare and Medicaid Services (CMS) has set its initiative on reducing the frequency of Medicare readmissions. In spite of recent improvements, the US still has the highest readmission rates compared to other developed countries (Dorland Health 2014; Joynt and Jha 2013; Kociol et al. 2012). While these findings suggest that readmission rates in the US are excessive and reducible, according to Sommers and Cunningham (2011), until wide-spread efforts are made to prevent readmission, the US healthcare system will shoulder a $16 billion burden.

In addition to severe financial implications, high readmission rates are also perceived to be a sign of low hospital care quality (Benbassat and Taragin 2000). CMS has been promoting to use the reducible readmission rate to assess the quality of care given in hospitals (Weissman et al. 1999). In 2013, CMS began implementing a regulatory policy of the HRRP, which was developed and adopted by the Payment Advisory Commission (PAC) in 2011, the goals of which are reduce, and ultimately prevent readmissions (Medicare Payment Advisory Commission 2011). To that end, CMS will penalize hospitals with high 30-day readmission rates for heart attack, heart failure, and pneumonia patients by reducing or withholding reimbursements for services. Accordingly, two thirds of hospitals were issued a 1% reduction in Medicare reimbursements in 2013, which resulted in a savings of 280 million dollars. Going forward, CMS will increase this penalty to 2% in 2014, and to 3% in 2015 (Joynt and Jha 2013). Considering the fact that hospitals operate on an aggregate margin of 4%-5% (American Hospital Association [AHA] 2013), the financial penalty imposed by CMS will have a substantial impact on hospitals.

Recently, researchers and healthcare providers, e.g., Tsai et al. (2013), started questioning the validity of using readmission rates as the sole measure of a hospital’s quality of care: readmission reduction may need to go beyond factors associated to hospital care quality, such as patients receiving substandard care during their index hospitalizations. Kangovi and Grande (2011) suggested that rates of readmission alone do not even constitute a valid metric of quality, yet it is more of a measure of health service use, which is a function of quality of care, patients’ health status, access to health services, and socio-economic resources.

In this study our objective was to explore non-clinical factors that are not related to hospital quality of care but explain potential risks to readmission. Mainly, we are interested in two non-clinical factors that might be affecting the readmission process: (a) health status of patients outside the hospital, and (b) patients’ insurance coverage. First, patients’ health status might depend on personal factors such as unhealthy
lifestyle, alcohol or drug abuse, medical factors such as lack of access to outpatient facilities and primary care providers, or social supports such as lack of family and friend attention. We assert that patients with worsened health state outside the hospital will require readmission following a discharge. In addition, health status is incorporated as an unobservable variant in our model, because neither can providers track nor do hospitals include the health status of patients in discharge claim files. Second, socio-economic factors such as financial factors and the resultant insurance coverage might impact the patient’s decision of re-hospitalization. When a patient realizes his or her insurance coverage increases and their financial liability decreases, a patient may decide to visit the hospital for previously undertreated health conditions, which comes with an increased risk of readmission. Hence, we posit that lowered financial liability increases the readmission propensity of patients as patients will be less reluctant to visit hospitals. This necessitates us to analyze the impact of the change of insurance plans on the propensity of readmission rather than the aggregated impact of individual insurance plans on readmissions. Overall, these two factors, health status and insurance coverage, are neither controllable nor modifiable by hospitals. Thus, our research contributes to settle the debate over whether readmission rates are really a valid measure of the level of quality of care given at hospitals; or whether other non-clinical factors, such as health status and insurance coverage can also explain readmission rates.

To test our hypotheses on the impact of health status and insurance policy change, as they relate to readmission, we utilized a comprehensive inpatient panel dataset of Congestive Heart Failure (CHF) patient visits across 68 hospitals in North Texas from 2005 to 2011. We extracted observations of patients with given payer information as either private, or self-pay, or Medicare and created two full datasets consisting of: (a) 828 observations for 305 privately insured and/or Medicare patients and (b) 1978 observations for 636 self-pay and/or Medicare patients. We apply a quasi-experiment approach to investigate the impact of insurance policy change on readmission rate and model unobserved patient health status as a latent state via a HMM approach. Our results demonstrate that privately insured or self-pay patients face higher readmission propensity after they enroll in Medicare. HMM estimation results indicate that there is a substantial difference in the readmission rates among different health states (e.g., less healthy had significantly higher readmission rates compared to healthier), all of which reveals the association between level of unobserved health status and readmission rate. This research sheds light on the growing debate over readmission rate as a sole quality metric and explains that two non-clinical factors—health status and financial risk borne by patients—are likely causes of readmission. Therefore, it is arguable that policy makers should consider factors impacting patients’ readmission propensity outside the hospital, along with clinical factors related to hospital quality of care. As these findings suggest, hospitals alone do not seem to be the only source of accountability when analyzing the health outcomes of patients.
2 HYPOTHESES
In this section, we develop our hypotheses to investigate the implications of insurance policy change and patient’s health status and their association to readmission event over the course of patient’s admission history.

2.1 Insurance Policy Change
Literature on healthcare economics has studied the healthcare utilization with respect to various insurance plans. Rand Corporation in 1970s conducted a randomized evaluation of healthcare utilization and found that insurance type has a substantial effect on healthcare use and plans with lower co-insurance rate showed greater expenditures (Manning and Marquis 1996). Doyle Jr (2005) finds that crash victims without insurance have about 15% shorter hospital stays and facility charges, and 40% higher mortality rates than those with private insurance suggesting that lack of insurance coverage causes discrepancies in the density and quality of care. Massachusetts has been implementing a healthcare reform to achieve near universal health insurance coverage since 2006 (Long and Masi 2009). Accordingly, it has been reported that readmission rates has significantly increased from 14.3% to 14.5%, while other states have witnessed a decrease of readmission from 19% to 17.9% in the meantime, as the reform unfolds and the number of uninsured decreased (Lasser et al. 2014). Overall, Agency for Healthcare Research and Quality (AHRQ) reports that Medicare patients have higher 30-day readmission rates (24%) compared to both uninsured (13%) and privately insured patients (11%) in 2008 throughout the 15 states (Wier et al. 2011). All these findings suggest that with a better health insurance plan, i.e., Medicare, patients will incur higher readmission risks compared to patients who are privately insured or uninsured given that these types of patients would face higher financial hardships if they were to visit hospitals.

The above literature suggests that different insurance plans may lead to different quality of care at the aggregated level. Though, we are interested to examine how changes in insurance plans have a bearing on the quality of care outcomes, i.e., readmission, because better access to insurance plans has impact on the access to care and subsequently the health care resource utilization. In addition, the recent policy--Affordable Care Act (ACA) requires patients to switch insurance plans, and become either privately insured or covered by Medicaid. McWilliams et al. (2003) examine the changes in health care services in two different groups of patients: people who had held health insurance coverage before reaching age 65 and patients who are uninsured throughout the study period. Accordingly, McWilliams et al. (2003) conclude that the rate of medical screening procedure use increases after age 65 for the uninsured group. In another study on healthcare utilization, Lichtenberg (2002) shows that utilization of healthcare resources, e.g., inpatient care, increases abruptly at the age of 65 once patients become eligible for Medicare. As pointed out previously, Medicare beneficiaries are entitled to Medicare benefits conditional on survival to age 65.
Hence, better coverage and potential improved health in old age might induce individuals in younger ages to take better care of themselves before 65. On the other hand, this better coverage after age 65 might induce elderly to participate in activities that reduces health quality and increases mortality risk, i.e., starting smoking, eating unhealthy food (Khwaja 2010). Therefore, after the age of 65, elderly patients might start using healthcare resources more because of the increased coverage and access to care. According to the “Coverage Matters” report by the Institute of Medicine (2001), people without insurance are less likely to see a doctor within a given year, have fewer visits annually and are less likely to have a regular source of medical care. Thus once these underinsured patients enroll in Medicare, they might experience higher number of visits to hospitals to reduce the health risks already accumulated up until the age of 65 (Card et al. 2007; McWilliams et al. 2007). Therefore, we hypothesize that previously uninsured or privately insured patients would face higher number of readmissions after they enroll in Medicare due to reduced financial risks and increased coverage.

**Hypothesis 1a:** Patients who were privately insured previously and switch to Medicare are more likely to exhibit higher readmission rate.

**Hypothesis 1b:** Patients who were uninsured previously and switch to Medicare exhibit higher readmission rate.

### 2.2 Patient Health Status

One main reason why patients come back to hospitals and are readmitted in a short amount of time is the need of care to improve their worsened health condition outside hospitals. Once patients are discharged from hospitals, patients’ health status will be subject to various factors that providers might not have any control on. Specifically, medical, personal and social disturbances alter the way how recovery of patient proceeds outside hospitals (McCarthy et al. 2013). Unless health status is self-reported, it is unobservable to care providers and researchers, or at least difficult to measure (Wolfe and Behrman 1984). Harris and Remler (1998) suggest that patients are heterogeneous in terms of unobservable factors, in which health status is one of them. In labor economics literature, health status has been investigated as a determinant of retirement decisions extensively, where the treatment of health status constituted one big problem since it was not directly observable (Dwyer and Mitchell 1999). People’s self-reported health statuses were only a subjective measure because people used to mis-specify their health statuses in order to justify their early retirement decisions (Dwyer and Mitchell 1999). Thus either in healthcare or labor economics, health status is a complex measure, which is not directly observable. In our case, to analyze the impact of patient health status on readmission, we first have to reveal the factors impacting patient’s health status—an unobservable artifact for the researcher and an un-controllable artifact for the care providers.

One of the medical factors impacting patient’s recovery and health status is the level of access to care. Patient’s health status, which could be negatively affected by his inability to receive treatment at
outpatient settings, is one important link that should not be excluded in readmission analyzes. In the case of lack of outpatient clinics, such as nursing homes, general physician practices, or home care, patient will not be able to receive timely treatment, which will aggravate a patient’s current health condition (Ferrer 2007) and eventually lead to the patient’s readmission to an inpatient setting. Goodman et al. (1994) find that pediatric medical hospitalizations are positively associated to regions with high bed supply and negatively associated to regions with high number of ambulatory care facilities—suggesting that supply of inpatient and outpatient care are important factors in explaining pediatric medical hospitalizations. Another medical factor that might have an impact on patient’s health status is the discharge destination. For instance, patients can be discharged to either home care or nursing home. Nursing homes have better care opportunities for patients in terms of treatment and support compared to home care. It has been found that patients with chronic obstructive pulmonary disease or dementia experience lower likelihood of readmission within 30 days if they are discharged to nursing homes rather than to personal homes (Camberg et al. 1997). In addition, educational interventions and post-discharge follow-up care, i.e., RN telephoning the patient or visiting at home, are found to have reducing effects on the readmission risk of CHF patients (Gwadry-Sridhar et al. 2004), all of which can be considered as medical factors.

Another important group of factors impacting patient’s health condition is related to personal or social factors. Patient’s inability to comply with discharge recommendation and medication regimen, lack of transportation and social support have been cited as important determinants of health deterioration and readmission risk (Annema et al. 2009; Kangovi et al. 2013a; Kangovi et al. 2013b; Retrum et al. 2013). After discharge, patients begin to experience difficulties of performing discharge recommendations because of various personal issues, such as sense of abandonment, dysfunctional emotional supportive social networks, misaligned discharge goal-setting, external constraints and lack of family support (Kangovi et al. 2013a). Retrum et al. (2013) also cites that inadequate support or lack of resources, such as transportation to medical appointments, lack of meals meeting diet restrictions, and self-care issues, such as inability to check weight, non-compliance with medication and lack of exercise, were among the main issues CHF patients self-reported after discharge from index hospitalization. Accordingly, patient’s health status will deteriorate if the explained personal and social factors are detrimental for patient. As a consequence, patient will need to be readmitted to hospital to improve his health, which will be achieved by using the resources available in hospitals that are not available to patient otherwise.

Patients experience various factors and obstacles after discharge from hospitals, which affect patients’ health condition and introduce heterogeneity among patients. Depending on the level of impact, patients’ health statuses deteriorate over time and become impossible to measure for care providers and researchers unless patients self-report in an ideal managed-care scenario. Though, Deb and Trivedi (2002) argue that even these self-perceived health statuses may not fully capture population heterogeneity from
the source. Therefore, it becomes essential to reveal patient unobserved health status to assess its differential impact on health outcomes.

We posit that the unobserved heterogeneity has a bearing on health outcomes to the extent that patients in a poor health state will experience higher readmission risk compared to patients in a better health state, in which patients’ health will deteriorate over time due to negative impacts of medical, personal and social factors.

**Hypothesis 2:** Patient readmission rates are significantly associated with changes in patient health status.

Based on these hypotheses, we depict our conceptual research model in Figure 1.

![Figure 1 Conceptual Research Model](image)

### 3 RESEARCH METHODOLOGY

Our conceptual research model given in Figure 1 is tested using the data obtained from Dallas-Fort Worth Hospital Council (DFWHC) Research Foundation. We first explain the data and variables that we use to set up our conceptual research model and test our research hypotheses H1a, H1b and H2.

#### 3.1 Data

Data obtained from DFWHC is based on admission-level administrative claims in which each patient might have multiple admissions to different hospitals in the North Texas region starting from 2005 to 2011. Each patient is given a unique patient identifier number— the regional master patient index (REMPI) by DFWHC Foundation (Bardhan et al. 2011). With REMPI, each patient can be tracked over time and across all hospitals in the region allowing us to obtain the patient’s entire visit and diagnosis history. In total there are 68 non-Federal hospitals with 26 different health systems that these hospitals belong to. Since CHF is one of the three conditions with which CMS has been penalizing hospitals on according to the rate of readmission these hospitals possess, CHF has constituted an important study area for researchers and policy makers.
makers (Ross et al. 2008). Therefore, in this study we focus on inpatient admissions with CHF as the principal diagnosis, i.e., patient admissions with ICD-9 code of “428.xx”. Focusing only on their principal diagnosis alleviates possible patient heterogeneity arising from disease related treatment variations.

According to our conceptual model (Figure 1), we need to focus on patients with at least three admissions\(^1\). We then drop the last admission of patients since it does not have any 30-day readmission risk information for itself. Finally, we created two datasets; one dataset for private & Medicare (P&M) patients and one dataset for selfpay & Medicare (S&M) patients. After the last admissions were dropped, we ended up with two datasets having 828 observations (305 patients) and 1978 observations (676 patients) for private & Medicare and selfpay & Medicare patients, respectively.

In observational studies, when it is impossible to randomly assign subjects into treatment and control groups due to ethical or practical reasons, matching strategy is recommended\(^2\) (Rosenbaum 1989). Rather than applying greedy algorithms, such as propensity score matching in the statistics literature, Rosenbaum (1989) find that optimal matching algorithm based on network flow analysis gives closer and more tolerable matches. Accordingly, we follow the algorithm developed by Rosenbaum (1989), and also suggested by Cram et al 2009, to match patients from treatment to control groups. To match patients, we used the SAS macro developed by Mayo Clinic (Bergstralh and Kosanke 1995) and included patient age, sex, race, risk mortality and severity level as matching covariates.

### 3.2 Variables

We derive and calculate several variables using the DFWHC Foundation claims dataset at the admission, patient, physician and hospital level. Our main variables of interest are readmission risk, insurance policy change, operating physician experience and specialization, hospital congestion, comorbidities. We report the definitions and the statistics of these variables in Table 1.\(^3\)

---

\(^1\) We need at least two admissions per patient in order to calculate the insurance policy change variable with respect to the prior visit information, (ii) We again need at least two admissions per patient to calculate the (future) 30-day readmission risk with respect to the future visit information. Therefore, at least three admissions per patient would suffice us to fully develop insurance policy change and 30-day readmission risk variables together for one patient.

\(^2\) Conducting a quasi-experiment to test the change of insurance policy and its associated effect on readmission risk required us to assign patients into treatment and control groups with respect to their insurance policy history. Patient who had stayed on the same insurance policy, such as private or selfpay, constituted the control group for two datasets, P&M and S&M respectively, whereas patients who had changed their insurance policy from private to Medicare or selfpay to Medicare constituted the treatment group for two datasets, P&M and S&M respectively.

\(^3\) Due to space limitation, we skip the explanation of these variables and we report them in Table 1.
## Table 1 Descriptive Statistics of Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Dimen.</th>
<th>P&amp;M (Private → Medicare)</th>
<th>S&amp;M (Selfpay → Medicare)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Admission Characteristics</strong></td>
<td></td>
<td></td>
<td><strong>N = 828</strong></td>
<td><strong>N = 1978</strong></td>
</tr>
<tr>
<td>Readmission</td>
<td>30-day Readmission event</td>
<td>Binary</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>ComorbidityIndex</td>
<td>Normalized comorbidity intensity index out of 9 comorbidities</td>
<td>[0, 1]</td>
<td>0.31</td>
<td>0.28</td>
</tr>
<tr>
<td>SourcePersPhys</td>
<td>1 = if patient is referred from his personal physician</td>
<td>Binary</td>
<td>0.39</td>
<td>0.25</td>
</tr>
<tr>
<td>DischargeNursingFac</td>
<td>1 = if patient is discharged to nursing facility</td>
<td>Binary</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>DischargeHomeCare</td>
<td>1 = if patient is discharged to home care</td>
<td>Binary</td>
<td>0.11</td>
<td>0.02</td>
</tr>
<tr>
<td>AdmissionEmergencyRiskMortality</td>
<td>1 = if it is an emergency admission Risk mortality increases from 0 to 4</td>
<td>Binary</td>
<td>0.74</td>
<td>0.93</td>
</tr>
<tr>
<td>LOS</td>
<td>Length of stay</td>
<td>Cont’s</td>
<td>4.87</td>
<td>4.64</td>
</tr>
<tr>
<td>NumProc</td>
<td>Number of procedures</td>
<td>Count</td>
<td>0.86</td>
<td>0.76</td>
</tr>
<tr>
<td>NumDiag</td>
<td>Number of diagnoses</td>
<td>Count</td>
<td>12.12</td>
<td>11.65</td>
</tr>
<tr>
<td><strong>Physician Characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OprPhysExperience</td>
<td>Number of patients seen so far</td>
<td>Cont’s</td>
<td>81.54</td>
<td>90.36</td>
</tr>
<tr>
<td>OprPhysSpecialization</td>
<td>Herfindahl Index wrt to performed procedures</td>
<td>[0, 1]</td>
<td>0.23</td>
<td>0.24</td>
</tr>
<tr>
<td><strong>Hospital Characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HospitalCongestion</td>
<td>Number of patients / Max patients in the hospital</td>
<td>Cont’s</td>
<td>0.5</td>
<td>0.52</td>
</tr>
<tr>
<td>HsCMI</td>
<td>Case mix index</td>
<td>Cont’s</td>
<td>1.63</td>
<td>1.66</td>
</tr>
<tr>
<td>HsTeaching</td>
<td>1 = if it is a teaching hospital</td>
<td>Binary</td>
<td>0.34</td>
<td>0.6</td>
</tr>
<tr>
<td>HsUrban</td>
<td>1 = if it is an urban hospital</td>
<td>Binary</td>
<td>0.92</td>
<td>0.95</td>
</tr>
<tr>
<td>HsBedSize</td>
<td>Hospital bed size</td>
<td>Cont’s</td>
<td>362.35</td>
<td>483.98</td>
</tr>
<tr>
<td><strong>Patient Demographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>1 = If patient switches from Private (Selfpay) to Medicare</td>
<td>Binary</td>
<td>0.33</td>
<td>0.25</td>
</tr>
<tr>
<td>Control</td>
<td>1 = If patient stays on Private (Selfpay)</td>
<td>Binary</td>
<td>0.67</td>
<td>0.75</td>
</tr>
<tr>
<td>PtAge</td>
<td>Patient age</td>
<td>Cont’s</td>
<td>62.76</td>
<td>51.14</td>
</tr>
<tr>
<td>PtWhite</td>
<td>1 = if race is white</td>
<td>Binary</td>
<td>0.61</td>
<td>0.41</td>
</tr>
<tr>
<td>PtFemale</td>
<td>1 = if gender is female</td>
<td>Binary</td>
<td>0.39</td>
<td>0.33</td>
</tr>
</tbody>
</table>
4 MODEL SPECIFICATION

4.1 Quasi Experimental Setup

To examine if changing insurance policy is associated to a change in the patient outcomes, we utilize a difference-in-difference (DID) specification which is extensively used in healthcare and management literatures (Card et al. 2007; Currie and Gruber 1996; Kumar and Telang 2012; Lichtenberg 2002; McWilliams et al. 2003; Meyer 1995). In our analysis, we run our experiment on two different datasets, P&M and S&M, mainly focusing on patients whose insurance type changes from Private to Medicare in P&M and Selfpay to Medicare in S&M (We refer to the first experiment as P→M and the second experiment as S→M). For that reason our treatment group for the first dataset comprised of patients whose insurance policy has changed from Private to Medicare. On the contrary, the Control group for the first dataset comprised of patients whose insurance policy was Private for the full analysis period. Patients are assigned to Treatment and Control groups following the matching strategy explained in the previous section. Matching allowed us to create a binary variable Treatment, specifying which group each patient belongs to.

In our quasi-natural experiment, we also incorporated the variables associated to our hypotheses, such as physician (OprPhysExperience and OprPhysSpecialization) and hospital related factors (HospitalCongestion). We also control for admission, patient and hospital specific factors. Accordingly, we estimate the following DID model for Readmission_{it+1} for both datasets P→M and S→M. For Readmission_{it+1} variable, since it is a binary variable, we follow a logistic regression and specify Eq1 with respect to the effects of covariates on the log of odds of readmission. Logistic regression for Readmission_{it+1} (Eq1) is defined as follows:

\[
\text{Logit}(\text{Readmission}_{it+1}) = \alpha_0 + \alpha_1 \text{Treatment}_i + \alpha_2 \text{Post}_{it} + \alpha_3 \text{Treatment} \times \text{Post}_{it} \\
+ \alpha_4 \text{OprPsyExperience}_{it} + \alpha_5 \text{OprPsySpecialization}_{it} + \alpha_6 \text{HospitalCongestion}_{it} \\
+ \text{Controls} \times \alpha_c \quad (\text{Eq1})
\]

where \( i \) denotes a patient and \( t \) denotes admission time index. Treatment\(_i\) equals one if patient \( i \) changes his insurance policy from Private to Medicare (or Selfpay to Medicare) throughout his full admission history. Post\(_{it}\) equals one if patient \( i \)’s admission time \( t \) is after the time of insurance change. The coefficient estimate of \( \alpha_3 \) for Treatment \( \times \) Post\(_{it}\) is of our primary interest since it captures the change in the quality outcome (either readmission risk or duration till the next admission) for patients whose insurance type changes relative to patients whose does not. We also account for admission characteristics (emergency

\(^4\) After matching is complete, we synchronize the time of insurance change for a patient in a control group with the time when his match in the treatment group changes his insurance. This allowed us to create the pre- and post-treatment binary variable Postit for patients in the control group.
admission, length of stay, risk mortality), patient characteristics (patient age, gender, race) and hospital characteristics (hospital CMI, teaching status, location of being urban vs suburban, bedsize) in our DID estimation approach.

4.2 Hidden Markov Model Approach

We model unobserved patient health state as a latent state via a Hidden Markov Model (HMM). HMM depicts the relationship between two stochastic processes: (1) an observed process and (2) an underlying “hidden” or unobserved process (MacKay Altman 2004). HMM assumes a mixture distribution for its observed outcomes’ marginal distribution—suggesting the existence of hidden discrete states that generate these outcomes (Visser 2011). HMM models latent states as a Markov chain evolving over time and creating serially dependent observations. With Markov property, serially dependent observations become conditionally independent observation sequence given the state of the Markov chain at the time of the observation (Ephraim and Merhav 2002). In our study, health states represent the latent states and constitute a stochastic process since patients’ health states can change over time. Transitions among states may happen at any discrete time interval (Rabiner 1989). The observable outcomes that depend on the latent health states are defined by a readmission process of a patient. In our HMM, these observed outcomes as time dependent sequences will reveal the latent health condition of patients.

Specifically, for a given patient, our model captures the dependence among health states of patients, and readmission. Transitions among health states is explained by time-varying covariates such as the level of care given to the patient in the previous admission as well as covariates specific to the hospital that the patient was admitted to. This stochastic transition process is then transformed into the observed patient readmission process in a probabilistic manner. By making the current admission event dependent on the previous admission, correlations among admission events will be captured by our model. Different from previous studies in the Management literature using HMM as their research model (Netzer et al. 2008; Singh et al. 2011), our model considers a feedback loop between the previous time period’s outcome variable and the current period’s unobserved state, suggesting that patient’s health status depends on the previous period’s readmission event. The generic view of our model is depicted in Figure 2.

In the figure, the hidden health states are represented with darkened circles, readmission states are represented with squares. A hidden health state takes a value from the set \{1, 2, …, NS\}, each value representing an unobserved state such as good, bad or other conditions where the optimal number of states will be determined by the model. Readmission takes a value of either 0-no readmission, 1-readmission. Straight links among different type of states represent the transition processes, i.e., health state transition, whereas the dashed links represent the dependence among various types of states. In our model, we define the health state sequence of a patient – \(p\) as \(S = \{s_0, …, s_{t-1}, s_t, s_{t+1}, …, s_T\}\) and the readmission sequence as \(R = \{r_0, …, r_{t-1}, r_t, r_{t+1}, …, r_T\}\) for a total duration of \(T\) periods. Here, health state sequence \(S\) and \(R\)
constitute an HMM process. In addition, we define $R^t$ as a readmission history of patient $p$ from time 1 up to time $t$, and similarly for the unobserved health state $S^t$. To analyze the patient readmission problem, we have to model $Pr_p(R^T)$ for each patient $p$ and maximize the likelihood of observing $R^T$ for patient $p$ as:

$$L_p^T = Pr_p(R^T) = \sum_{S^T} Pr_p(R^T, S^T)$$

[Diagram of HMM of the Readmission Process]

Analyzing the directed graph in Figure 2 under the first order Markov property by checking the parents of each node (dependencies), we can write $L_p^T$ with conditional probabilities as:

$$L_p^T = \sum_{S^T} Pr_p(R^T | S^T) Pr_p(S^T | S^{T-1}, R^{T-1})$$

As can be inferred from the likelihood function, HMM model requires specifying three types of components: i) Initial state distributions at time $t=1$, $Pr_p(S_1)$, ii) The transition probabilities for example $Pr_p(S_t = s | S_{t-1} = s', R_{t-1} = r_{t-1})$, iii) State dependent outcome probabilities, i.e., $Pr_p(R_t | S_t)$.

Now define the initial state distribution- the probability that patient $p$ is in state $s$ at $t=1$: $Pr_p(S_1 = s) = \pi_p(s)$, where $s \in \{1, ..., n\}$

The health state transition probability of patient $p$, where patient is in state $s$ at time $t-1$, and switching to state $s'$ at time $t$ can be represented as:

$$Pr_p(S_t = s | S_{t-1} = s', R_{t-1} = r_{t-1}) = q^{s,s'}_{pt} \text{ for } s, s' \in \{1, ..., S\}$$

To move from one state to another, the care received in hospital $h$ at time $t-1$ should be strong enough to transition the patient to another health state. Therefore, this transition can be modeled as an ordered multinomial logit model where:
for $s \to 1$, 
$$q_{p,t}^{s,1} = \frac{\exp(\alpha_{s,1} - X_{pt}\beta_s)}{1 + \exp(\alpha_{s,1} - X_{pt}\beta_s)}$$

for $s \to s'$, 
$$q_{p,t}^{s,s'} = \frac{\exp(\alpha_{s,s'} - X_{pt}\beta_s)}{1 + \exp(\alpha_{s,s'} - X_{pt}\beta_s)} - \frac{\exp(\alpha_{s,s'-1} - X_{pt}\beta_s)}{1 + \exp(\alpha_{s,s'-1} - X_{pt}\beta_s)}$$

for $s \to S$, 
$$q_{p,t}^{s,S} = 1 - \frac{\exp(\alpha_{s,S-1} - X_{pt}\beta_s)}{1 + \exp(\alpha_{s,S-1} - X_{pt}\beta_s)}$$

Here, $X_{pt}$ is the time varying covariate vector for patient $p$ and $\beta_s$ is a vector of parameters capturing the impact of care being received for the propensity to transition from the health state $s$. In addition, $\alpha_{s,s'}$ represents the $s'$ ordered logit threshold for being in state $s \in \{1, \ldots, S\}$ with $s' \in \{1, \ldots, S-1\}$. $X_{pt}$ for hidden state transition probabilities may contain variables associated to patient’s health. As discussed previously, these covariates might be related to medical, personal and social factors. Hence, we include $\text{SourcePersPhys}, \text{DischargeNursingFac}, \text{DischargeHomeCare}, \text{Readmission}_{t-1}, \text{LOS}, \text{ComorbidityIndex}, \text{InsuranceMedicare}$, and hospital and patient characteristics.$^5$

Next is the state dependent outcome which is the readmission event of a patient. The probability that a readmission of a patient will be modeled as a logit model assuming readmission events of a patient are conditionally independent given the patient’s health state $s$.

$$\Pr_p(R_t = 1 | S_t = s) = \rho_{p,t}^s = \frac{\exp(Y_{pt}\delta_s)}{1 + \exp(Y_{pt}\delta_s)}$$

Then;

$$\Pr_p(R_t | S_t = s) = \bar{\rho}_{p,t}^s = \rho_{p,t}^s r_t (1 - \rho_{p,t}^s)^{1-r_t}$$

Here, $Y_{pt}$ represents the time varying covariates for patient $p$ associated to the readmission event. $\delta_s$ is a vector of state specific parameters. In our framework, $Y_{pt}$ contains $\text{RiskMortality}, \text{NumProc}, \text{NumDiag}, \text{LOS}, \text{ComorbidityIndex}, \text{InsuranceMedicare}$, and hospital and patient characteristics. Since readmission event might suggest how severe the patient’s condition is, related variables such as risk mortality, number of procedures and diagnoses are included to differentiate readmission process from hidden state transition process.

Finally, we can write the likelihood for patient $p$ as:

$$L_p^T = \sum_{s_1, s_2, \ldots, s_T} \pi_p(s_t) \prod_{t=2}^T \bar{\rho}_{p,t}^{s_t} q_{p,t}^{s_t,s_{t-1}} \quad (\text{Eq}2)$$

$^5$ These variables could also include zipcode based unemployment rate, median household income, number of ambulatory care organizations (outpatient clinics within a specified radius). However, due to a possibility of collinearity among these variables with patient’s insurance and demographics information, we did not include these variables as covariates.
One complication about Eq3 is that it has $NS^T$ elements which are computationally intractable for even modest values of $T$ (Netzer et al. 2008). To simplify computation, we rewrite Eq3 in a matrix products form as suggested by MacDonald and Zucchini (1997):

$$L_p^T = \pi_p \tilde{\rho}_{p,1} Q_{p,1\rightarrow2} \tilde{\rho}_{p,2} Q_{p,2\rightarrow3} \cdots Q_{p,T-1\rightarrow T} \tilde{\rho}_{p,T-1} 1' \quad (\text{Eq3})$$

where $\tilde{\rho}_{p,t}$ is a $NS \times NS$ diagonal matrix with the elements of $\tilde{\rho}_{p,t}$ on the diagonal, $Q_{p,t-1\rightarrow t}$ is a transition matrix containing the probabilities of $q_{p,t}^{s_{t-1}}$ for a patient $p$ from time $t-1$ to $t$, and $1'$ is a $NS \times 1$ vector of 1s.

In developing HMM, number of latent states $NS$ is not explicitly given or modeled. To select the number of states, HMM scenarios with different number of states are estimated and each scenario’s model fit is calculated for further comparison. There are various model criterions developed to compare the model fit values, e.g., BIC, AIC (Zucchini 2000), each of which should be carefully implemented depending on the model and data structure. Among these, Corrected Akaike Information Criterion (AICc) was first introduced by Hurvich and Tsai (1989) as an alternative selection criterion, which was a version of general Akaike Information Criterion (AIC). AICc was able to correct for small sample bias and shown to perform well in shorter univariate time series, nonlinear regression and autoregression models (Costa and De Angelis 2010; Hurvich et al. 1990). AICc also penalizes greater complexity, i.e., over-fitting, caused by the increased number of parameters and hence values parsimonious models (Bebbington 2007). Lower values of AICc are preferred in model selection. With respect to our model parameters ($nVars$) and number of observations ($nPatients$), AICc is calculated as follows:

$$AICc = -2 \ln L + 2 \frac{nVars \times nPatients}{nPatients - nVars - 1}$$

where, $L$ is the maximum likelihood of the model, $nVars$ is the number of total parameters being estimated, and $nPatients$ is the number of patients in our model.

5  RESULTS

We now present our results for Eq1 with the quasi-experimental approach. The Logistic regression estimation results for Eq1 are shown in the second and fourth columns of Table 2 for P&M and S&M datasets respectively.

5.1  DID Results to Test Hypothesis 1a and 1b

We start by explaining the DID results obtained for P&M datasets to test Hypothesis 1a, in which we explore the impact of changing insurance policy from Private to Medicare. Then we continue by showing the DID results obtained for S&M dataset to test Hypothesis 1b, in which we analyze the impact of changing insurance policy from Selfpay to Medicare.
Hypothesis 1a: From Private to Medicare

DID results for the impact of change of insurance from Private to Medicare on Readmission are reported in the second column of Table 2. The coefficient for the interaction term ($Treatment \times Post_1$) is positive and significant ($\alpha_3 = 0.584, p < 0.10$) suggesting a 79% increase in the odds of readmission for patients switching to Medicare from a private insurance compared to patients who stay on their current private insurance policies. On the other hand, when just the treatment (patients whose insurance types change) and the control (patients whose insurance types stay as private) group of patients are compared, the propensity to be readmitted is significantly lower for the treatment group ($\alpha_1 = -0.746, p < 0.05$). However, pre and post-treatment periods for the whole data sample do not reveal any significant difference with respect to the propensity to be readmitted. In addition, as the operating physician’s specialization increases, i.e., different types of procedures performed reduces, patient’s readmission risk increases significantly ($\alpha_5 = 1.697, p < 0.05$). Neither operating physician experience nor hospital congestion show a significant association to the propensity of readmission.

The estimates of the interaction term, $Treatment \times Post$, obtained from logistic regression suggest that when patients change their insurance policies from private to Medicare, the propensity of readmission increases significantly—supporting Hypothesis 1a.

Hypothesis 1b: From Selfpay to Medicare

The fourth column of Table 2 shows the results of DID estimation for the impact of change of insurance from Selfpay to Medicare on readmission. Accordingly, the coefficient for the interaction term ($Treatment \times Post_4$) is positive and significant ($\alpha_3 = 0.677, p < 0.10$) suggesting a 97% increase in the odds of readmission for patients switching to Medicare from being a Selfpay patient compared to patients who stay as Selfpay patients. On the other hand, when just the treatment (patients whose insurance types change) and the control (patients whose insurance types stay as Selfpay) group of patients are compared, the propensity to be readmitted is significantly lower for the treatment group ($\alpha_1 = -0.964, p < 0.001$). However, pre and post-treatment periods for the whole data sample do not reveal any significant difference for the propensity to be readmitted. In addition, as the operating physician’s specialization increases, i.e., different types of procedures performed reduces, patient’s readmission risk increases significantly ($\alpha_5 = 0.848, p < 0.10$). Neither operating physician experience nor hospital congestion shows a significant association to the propensity of readmission. Among control variables, risk mortality is associated to a significant and increasing impact on the readmission propensity, while hospitals with high number of beds are associated to a decreasing effect on the readmission propensity.

The estimates of the interaction term, $Treatment \times Post$, obtained from logistic regression suggest that when previously uninsured patients switch to Medicare, the propensity of readmission increases significantly—supporting Hypothesis 1b.
Robustness Check: Survival Analysis

We also wanted to analyze readmission event with a different model set up. Survival analysis has been widely used in biostatistics and management literature due to its effectiveness in leveraging censored data (Fisher and Lin 1999; Helsen and Schmittlein 1993).\(^6\) Basically, survival analysis models the time it takes for an event to occur, which is going to be the readmission event in our case. Since survival can also be depicted according to the hazard rate, we refer hazard rate, \(h(t)\), as the readmission rate of a patient per unit of time in our case, where

\[
h(t) = \lim_{\Delta t \to 0} \frac{\Pr(t < T < t + \Delta t \mid T > t)}{\Delta t}.
\]

Mainly, \(h(t)\) models the instantaneous readmission rate that a patient, who is not readmitted by time \(t\), will be readmitted during the infinitesimally small time interval, \((t, t+\Delta t)\) (Bardhan et al. 2014). We apply one of the most commonly used survival model Cox Proportional-Hazards model to examine the hazard rate of a readmission event (Cox 1972). In a Cox model, where the effects of covariates on hazard rate are present, these effects multiply the hazard rate by a function of the explanatory covariates. If ratio of two observations’ hazard rates is calculated, the constant time varying effect diminishes. Therefore, the only effect left to explain the ratio of hazard rates is the one associated to explanatory covariates’ (Fisher and Lin 1999). Accordingly, we specify a Cox Proportional-Hazards model to analyze the relationship of \(\text{DurationTillNext}_{it}\) (time to readmission) to the covariates in Eq2:

\[
\log h_i(t) = \theta(t) + \theta_1 \text{Treatment}_{it} + \theta_2 \text{Post}_{it} + \theta_3 \text{Treatment} \ast \text{Post}_{it} + \theta_4 \text{OprPsyExperience}_{it} \\
+ \theta_5 \text{OprPsySpecialization}_{it} + \theta_6 \text{HospitalCongestion}_{it} + \text{Controls} \ast \theta_c \quad \text{(Eq4)}
\]

\(h_i(t)\) in Eq2 represents the hazard function of readmission (\(t\) as time to readmission or \(\text{DurationTillNext}_{it}\). \(\theta(t)\) represents the baseline hazard rate that depends on time but cancels out during estimation and hence need not be specified functionally.

DID results for the Cox Proportional-Hazard model involving the impact of change of insurance from Private to Medicare on the duration to next admission are reported in the third column of Table 2. The coefficient for the interaction term (\(\text{Treatment} \ast \text{Post}_{it}\)) is positive and significant (\(\theta_3 = 1.976, p < 0.001\)) suggesting an increase of more than 700% in the hazard rate after patients switch to Medicare from a private insurance compared to patients who stay on their current private insurance policies. For S&M dataset, the coefficient for the interaction term (\(\text{Treatment} \ast \text{Post}_{it}\)) is again positive and significant (\(\theta_3 = 1.52, p < 0.01\)) suggesting an increase of more than 450% in the hazard rate to be admitted after patients switch to Medicare rather than staying as Selfpay patients. Cox Proportional-Hazard model results for both

---

\(^6\) Since survival analysis can handle right censored data, just for our case, we don’t have to exclude the last admissions of patients due to unavailability of the readmission information. That also means that we can now include patients with at least two observations, rather than three, and keep the last admissions of each patient. As can be seen in Table 2, for survival analysis, we have 691 patients with 1916 observations for the P&M dataset, and 1236 patients with 3908 observations for the S&M dataset.
P&M and S&M present similar results to our logistic regression results and provide evidence to support Hypothesis 1a and 1b.

### 5.2 HMM Estimation

In this section, we use the P&M dataset to estimate the parameters of HMM, in which we create a new variable to indicate whether patients are privately insured or Medicare beneficiaries (e.g., $\text{InsuranceMedicare} = 1$ if patient is a Medicare beneficiary, 0 if privately insured). To start our HMM estimation, initial latent health state distribution has to be provided. We apply latent class regression to our model in SAS (Lanza et al. 2007) and used the expected latent class membership rates as the initial health state distribution in HMM. Then, the maximum likelihood estimation (MLE) method is used to estimate the HMM parameters with the BFGS Newton-Raphson algorithm (Whittaker and Robinson 1967).

In developing HMM, we didn’t specify an exact value for the number of latent health states $N_S$. To select the number of states, we simulate HMM scenarios with different number of states and calculate a selection criterion—AICc for each scenario. We report the results of HMM scenarios with different number of states in Table 3. Accordingly, in Table 3, two-state HMM outperforms others with respect to the AICc. Therefore, we select and continue with the two-state HMM estimation results. It is important to note that, although the log-likelihood increases with the number of states and hence with the number of variables, the model complexity increases more than twice when $N_S = 2$ is compared to $N_S = 4$ with respect to the number of variables being estimated.

After incorporating the initial state distribution from latent class regression (0.383 and 0.617 for two-states), the HMM estimation results obtained from MLE are reported in Table 4, Table 5, Table 6, and Table 7 where the corresponding standard errors are shown in parentheses. The interpretation of the two states is determined by the state-specific intrinsic propensity to be readmitted at the mean of covariates. Accordingly, the propensity to be readmitted given state 1 is 100% and given state 2 is 0%. We label these two states as “bad” and “good” health states, respectively.

---

7 We also run our model including two correlated patient random effects using a non-parametric estimation approach (Singh et al. 2011); one for readmission process, and one for the transition process. However, in each case when the model fit values, AICs, are compared, no-random-effect models gave better results so we continued without expressing random effects. Interested readers can contact authors to obtain the results of random effects model.
## Table 2 DID Insurance Policy Change Results

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Eq1 P&amp;M</th>
<th>Eq2 P&amp;M</th>
<th>Eq1 S&amp;M</th>
<th>Eq2 S&amp;M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Logistic</td>
<td>Cox PHR</td>
<td>Logistic</td>
<td>Cox PHR</td>
</tr>
<tr>
<td>Estimation</td>
<td>Readmission</td>
<td>Duration</td>
<td>Readmission</td>
<td>Duration</td>
</tr>
<tr>
<td>Dependent Variable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parameters</td>
<td>Est (StdErr)</td>
<td>Est (StdErr)</td>
<td>Est (StdErr)</td>
<td>Est (StdErr)</td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.213 (1.445)</td>
<td>-</td>
<td>-1.835 (1.455)</td>
<td>-</td>
</tr>
<tr>
<td>Treatment (1 if P → M or S → M)</td>
<td>-0.746** (0.293)</td>
<td>-0.563*** (0.08)</td>
<td>[0.569]</td>
<td>-0.964*** (0.301)</td>
</tr>
<tr>
<td>Post</td>
<td>-0.125 (0.179)</td>
<td>-2.791*** (0.113)</td>
<td>[0.061]</td>
<td>-0.155 (0.114)</td>
</tr>
<tr>
<td>Treatment * Post</td>
<td>0.584* (0.324)</td>
<td>1.976*** (0.141)</td>
<td>[7.215]</td>
<td>0.677* (0.4)</td>
</tr>
<tr>
<td>OprPhysExperience</td>
<td>-0.026 (0.112)</td>
<td>0.087*** (0.031)</td>
<td>[1.091]</td>
<td>-0.048 (0.061)</td>
</tr>
<tr>
<td>OprPhysSpecialization</td>
<td>1.697** (0.711)</td>
<td>0.504*** (0.245)</td>
<td>[1.655]</td>
<td>0.848* (0.47)</td>
</tr>
<tr>
<td>HospitalCongestion</td>
<td>0.367 (0.418)</td>
<td>0.263* (0.15)</td>
<td>[1.301]</td>
<td>-0.191 (0.278)</td>
</tr>
<tr>
<td>EmergencyAdmission</td>
<td>-0.03 (0.208)</td>
<td>-0.102 (0.074)</td>
<td>[0.903]</td>
<td>0.004 (0.223)</td>
</tr>
<tr>
<td>RiskMortality</td>
<td>0.189* (0.1)</td>
<td>0.06 (0.039)</td>
<td>[1.062]</td>
<td>0.275*** (0.07)</td>
</tr>
<tr>
<td>LOS</td>
<td>-0.054 (0.163)</td>
<td>0.028 (0.054)</td>
<td>[1.028]</td>
<td>0.017 (0.115)</td>
</tr>
<tr>
<td>PtAge</td>
<td>-0.244 (0.386)</td>
<td>0.002 (0.143)</td>
<td>[1.002]</td>
<td>-0.398 (0.289)</td>
</tr>
<tr>
<td>PtWhite</td>
<td>0.168 (0.261)</td>
<td>0.159 (0.1)</td>
<td>[1.172]</td>
<td>0.135 (0.182)</td>
</tr>
<tr>
<td>PtFemale</td>
<td>0.172 (0.314)</td>
<td>0.094 (0.112)</td>
<td>[1.098]</td>
<td>0.218 (0.295)</td>
</tr>
<tr>
<td>HsCMI</td>
<td>0.038 (0.146)</td>
<td>-0.024 (0.049)</td>
<td>[0.976]</td>
<td>-0.082 (0.118)</td>
</tr>
<tr>
<td>HsTeaching</td>
<td>-0.366 (0.276)</td>
<td>-0.166* (0.089)</td>
<td>[0.847]</td>
<td>0.422 (0.32)</td>
</tr>
<tr>
<td>HsUrban</td>
<td>0.231 (0.17)</td>
<td>-0.173*** (0.063)</td>
<td>[0.841]</td>
<td>-0.185 (0.134)</td>
</tr>
<tr>
<td>HsBedSize</td>
<td>0.203 (0.179)</td>
<td>0.023 (0.059)</td>
<td>[1.023]</td>
<td>-0.306** (0.13)</td>
</tr>
<tr>
<td>N obs / N patients</td>
<td>828 / 305</td>
<td>1916 / 691</td>
<td>1978 / 636</td>
<td>3908 / 1236</td>
</tr>
<tr>
<td>QIC / -2LogL for PHR</td>
<td>1038.12</td>
<td>16038.56</td>
<td>2448.85</td>
<td>39137.25</td>
</tr>
<tr>
<td>QICu / AIC for PHR</td>
<td>1034.44</td>
<td>16070.56</td>
<td>2438.53</td>
<td>39169.25</td>
</tr>
</tbody>
</table>

Standard errors in parentheses.

Hazard ratios are reported inside the brackets for Eq2 estimation

* p < 0.10, ** p < 0.05, *** p < 0.01
Table 3 HMM Scenario Comparison

<table>
<thead>
<tr>
<th>Number of States</th>
<th>Log-Likelihood</th>
<th>AICc</th>
<th>Number of Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1347.00</td>
<td>2746.428</td>
<td>24</td>
</tr>
<tr>
<td>2</td>
<td>-1300.58</td>
<td>2721.976</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>-1263.53</td>
<td>2739.853</td>
<td>78</td>
</tr>
<tr>
<td>4</td>
<td>-1201.59</td>
<td>2745.084</td>
<td>108</td>
</tr>
</tbody>
</table>

5.3 HMM Results

For any given time period, we can reveal the health state a patient is most likely to observe. Filtering approach (Hamilton 1989) is one of the commonly used methods in recovering the hidden states of subjects in HMM studies (Netzer et al. 2008; Singh et al. 2011). Filtering approach uses the information based on the history of the subject up to time $t$ to unravel the subject’s hidden state at time $t$. Probability of being in state $s$ condition on the subject’s history of readmissions is calculated as:

$$Pr_p(S_t = s | R_1, R_2, ..., R_t) = \pi_p \tilde{\rho}_p, 1\to 2 \tilde{\rho}_p, 2\to 3 \cdots \tilde{\rho}_p, t-1\to t | s / L_p^t \tag{Eq5}$$

where $Q_{p,t-1\to t}$ is the $s$th column of the transition matrix $Q_{p,t-1\to t}$ and $L_p^t$ is the likelihood of the observed sequence of readmissions up to time $t$.

After each patient’s hidden state is recovered using Eq5, we made a comparison on the mean readmission rates at each health state—bad and good. Results of this comparison are used to test our Hypothesis 2, which stated that readmission rates should differ across health states. In other words, health states impose unobserved heterogeneity in the readmission of patients to hospitals. We present the mean, standard deviation of readmissions per each state in Table 4. Accordingly, difference between the readmission rates of latent states is statistically significant with $p < 0.001$—supporting our hypothesis 2.

Table 4 T-Test for the Readmission-by-State Mean Difference

<table>
<thead>
<tr>
<th>State</th>
<th>Bad</th>
<th>Good</th>
<th>Mean (Bad – Good) = 0.270</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Readmission</td>
<td>0.502</td>
<td>0.232</td>
<td>StdErr(Bad - Good) = 0.033</td>
</tr>
<tr>
<td>StdDev Readmission</td>
<td>0.501</td>
<td>0.423</td>
<td>$t = 8.28$ with $p &lt; 0.001$</td>
</tr>
<tr>
<td>N</td>
<td>313</td>
<td>509</td>
<td></td>
</tr>
</tbody>
</table>

5.4 HMM Results of State Dependent Readmission

Table 5 presents the estimated parameters for the state dependent readmission process. The variation in the coefficients of a variable across states indicates that a change in the health state causes a change in the readmission propensity. Accordingly, patients in bad health state with high risk mortality (-79.717, $p<0.01$) have lower readmission propensity in the next admission compared to patients in good health state (129.156, $p<0.01$), suggesting that risk mortality starts increasing readmission risk as patient’s health condition
improves from bad to good. Similarly, number of procedures is effective in reducing the readmission propensity if patient is in a bad health state rather than a good health state (-26.628, p<0.01 in bad vs 26.822, p<0.01 in good). Again, as a patient becomes sicker, i.e., patient’s health deteriorates, number of diagnoses starts reducing the readmission propensity (-32.509, p<0.01 in bad vs 38.164, p<0.01 in good). Therefore the number of procedures and diagnoses help patient to receive better care during hospitalization, which results in reduced readmission risk of the patient. Conversely, LOS increases the readmission propensity if a patient is in bad health state (17.696, p<0.01) whereas it reduces the readmission propensity if a patient is in a good health state (-37.044, p<0.01). One explanation could be that LOS might increase the probability of hospital-acquired adverse events (Bueno et al. 2010) and might lead to an increase in the readmission rates of patients in bad health state. Yet, patients in good health state might benefit from staying longer in the hospital to have further diagnoses and treatments as well as receive social support from providers that will not be possible after discharge if these patients are unable to reach their family and friends. As a patient becomes sicker and admitted, the known comorbidities are found to increase patient’s readmission risk in the next admission (37.613, p<0.01 in bad vs -91.511, p<0.01 in good). Patients admitted to teaching hospitals with bad health status will have higher propensity to be readmitted in the next admission compared to patients admitted to teaching hospitals with good health status (57.775, p<0.01 in bad and -62.479, p<0.01 in good). High number of bed size is associated with lower readmission risk if the patient is in a bad health state compared to being in a good health state (-77.935, p<0.01). Among patient demographics, being white, female and old comes with an increasing effect on the readmission propensity if patient is in a good health state. In our dataset we only used Medicare and private insurance admissions. To compare the impact of these two insurance types, we check the coefficient of the InsuranceMedicare variable. Accordingly, admissions with Medicare insurance type have higher propensity to be readmitted if the patient is in bad health state (96.128, p<0.01) relative to patients in good health state. Thus as patients move to a better health state, impact of Medicare insurance on readmission risk reduces.
Table 5 HMM State Dependent Readmission Parameter Estimates

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Health State 1 (Bad)</th>
<th>Health State 2 (Good)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>68.840*** (18.561)</td>
<td>-159.628*** (43.527)</td>
</tr>
<tr>
<td>RiskMortality&lt;sub&gt;t&lt;/sub&gt;</td>
<td>-79.717*** (21.380)</td>
<td>129.156*** (35.191)</td>
</tr>
<tr>
<td>NumProc&lt;sub&gt;t&lt;/sub&gt;</td>
<td>-26.628*** (7.130)</td>
<td>26.822*** (7.212)</td>
</tr>
<tr>
<td>NumDiag&lt;sub&gt;t&lt;/sub&gt;</td>
<td>-32.509*** (8.394)</td>
<td>38.164*** (10.314)</td>
</tr>
<tr>
<td>LOS&lt;sub&gt;t&lt;/sub&gt;</td>
<td>17.696*** (4.453)</td>
<td>-37.044*** (9.630)</td>
</tr>
<tr>
<td>ComorbidityIndex&lt;sub&gt;t&lt;/sub&gt;</td>
<td>37.613*** (10.077)</td>
<td>-91.511*** (24.876)</td>
</tr>
<tr>
<td>HsTeaching&lt;sub&gt;t&lt;/sub&gt;</td>
<td>57.775*** (14.925)</td>
<td>-62.479*** (17.244)</td>
</tr>
<tr>
<td>HsBedSize&lt;sub&gt;t&lt;/sub&gt;</td>
<td>-77.935*** (20.132)</td>
<td>48.481*** (13.476)</td>
</tr>
<tr>
<td>PtWhite&lt;sub&gt;t&lt;/sub&gt;</td>
<td>-50.575*** (13.805)</td>
<td>51.973*** (14.033)</td>
</tr>
<tr>
<td>PtFemale&lt;sub&gt;t&lt;/sub&gt;</td>
<td>-60.038*** (15.880)</td>
<td>41.221*** (11.453)</td>
</tr>
<tr>
<td>PtAge&lt;sub&gt;t&lt;/sub&gt;</td>
<td>-107.926*** (28.722)</td>
<td>121.377*** (32.981)</td>
</tr>
<tr>
<td>InsuranceMedicare&lt;sub&gt;t&lt;/sub&gt;</td>
<td>96.128*** (25.565)</td>
<td>-153.923*** (41.669)</td>
</tr>
</tbody>
</table>

Standard errors in parentheses. 
* p < 0.10, ** p < 0.05, *** p < 0.01
All variables are mean 0 centered to reduce the collinearity among variables.

5.5 HMM Results of Health State Transitions

Thresholds reported in Table 6 provide the intrinsic propensity to transition from one state to another. Since our model allows patient’s health status to move from one state to another, these thresholds guarantee that moving is not free and patients have to incur (or gain) some utility to pass these boundaries. The matrix corresponding to intrinsic propensity to transition is shown in the second and third columns of Table 6 under the heading “No Covariates”. Based on this result, we can deduce that patients are moderately stable in their health states, such as staying in good health state is accomplished by 60% of the time whereas staying in bad health state is accomplished by 52.4% of the time. Therefore, once patients are discharged from hospitals, care they receive outside hospital might either worsen (by 40% chance) or improve (by 47.6% chance) their health condition.

Though we present the parameter estimates of the covariates affecting HMM health state transition probabilities in Table A1 in the Appendix, more meaningful insights can be obtained when we estimate the
transition matrix using the estimated values of each variable one at a time. We included the matrices derived by variables which had a substantial impact on the base transition matrix—intrinsically propensity to transition matrix in Table 6, heading “Base Transition Matrix”. To generate the transition matrices given in Table 6, we plugged in the values of two focal variables, e.g., Readmission\textsubscript{t-1} and LOS\textsubscript{t}, one at a time and calculate the transition propensity for each observation of a patient, while the values of the other variables are set at zero. Hence, we were able to calculate the 95% confidence intervals for transition probabilities overall for all of the sample points in our dataset.

Columns four and five of Table 7 under the heading “Base Transition Matrix with Readmission\textsubscript{t-1}” show the transition matrix after the previous period’s readmission information, Readmission\textsubscript{t-1}, is incorporated into the base transition matrix. If a patient is in bad health state at time t-1 and had a readmission in the previous period then his likelihood of getting into a good health state increases from 47.6% to 48.3% significantly at time t. Similarly, if a patient is in good health state at time t-1 and was readmitted in the previous period then his likelihood of getting into a good health state significantly increases from 60% to 64.5% at time t. Therefore, these results suggest that readmission in the previous period helps patients move to a better health state in the current period, maybe through better inpatient care if outpatient resources and personal capabilities are not sufficient.

We also look at the impact of LOS on the health state transition probabilities. The effect of LOS on the base transition matrix is provided under the heading “Base Transition Matrix with LOS,” in Table 7. If a patient is in bad health state and had a long LOS at time t-1 then his likelihood of getting into a good health state significantly decreases from 47.6% to 47.3% at time t. Similarly, if a patient is in good health state and had a long LOS at time t-1 then his likelihood of getting into a good health state significantly reduces from 60% to 58.9% at time t. Hence, patients who stay for an excess period of time as an inpatient will tend to have reduced health condition in the next admission. Healthcare literature also suggest that patients with excess LOS are prone to acquiring infections and experiencing injuries during their hospitalizations—posing threats to health condition of the patients (Pittet et al. 1994; Zhan and Miller 2003), which might, of course, come at a cost of readmission.

<table>
<thead>
<tr>
<th>Table 6 HMM Health State Transition Thresholds—(a)’s</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health State 1</strong> (Bad)</td>
</tr>
<tr>
<td>Health State 1 (Bad)</td>
</tr>
<tr>
<td>Health State 2 (Good)</td>
</tr>
</tbody>
</table>

Standard errors in parentheses.
* \(p < 0.10\), ** \(p < 0.05\), *** \(p < 0.01\)
Table 7 HMM Estimation Transition Matrices

<table>
<thead>
<tr>
<th>t-1 → t</th>
<th>Base Transition Matrix (No Covariates)</th>
<th>Base Transition Matrix with Readmission, _t</th>
<th>Base Transition Matrix with LOS, _t</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bad, _t</td>
<td>Good, _t</td>
<td>Bad, _t</td>
</tr>
<tr>
<td>Bad, _t-1</td>
<td>52.4%</td>
<td>47.6%</td>
<td>51.7%</td>
</tr>
<tr>
<td></td>
<td>[51.6% - 51.8%]</td>
<td>[48.2% - 48.4%]</td>
<td>[52.5% - 52.8%]</td>
</tr>
<tr>
<td>Good, _t-1</td>
<td>40.0%</td>
<td>60.0%</td>
<td>35.5%</td>
</tr>
<tr>
<td></td>
<td>[34.9% - 36.1%]</td>
<td>[63.9% - 65.1%]</td>
<td>[40.5% - 41.7%]</td>
</tr>
</tbody>
</table>

95% Confidence interval values are inside the brackets

6  DISCUSSION AND CONCLUSION

In this study, we analyzed the determinants of readmission risk by following a novel conceptual framework. Mainly, we looked into the impact of two non-clinical factors—change of patient’s insurance policy and unobserved patient health status—on the readmission risk. These non-clinical factors were discussed in prior studies, however, as of yet, their causal link to readmission has not been established empirically. Thus, we contribute to the overall healthcare literature, as well as the policy debates on whether readmission rates are really a valid measure of the level of quality of care given at hospitals by suggesting that: (1) once a patient’s financial liability reduces through a change in patient’s insurance policy, patient’s readmission risk increases, (2) patient’s health condition might worsen after discharge due to medical, personal and social factors which might induce patient to re-visit hospital and possibly increasing patient’s readmission.

Our results show that when patients change their insurance policies from private to Medicare, the odds of readmission increases by 79% compared to patients who stay on private insurances. Similarly, patients who switch from selfpay to Medicare experience 97% increase in the odds of readmission relative to patients who are selfpay throughout their admission history. Our robustness check with survival analysis also gave similar results. Accordingly, we find a 700% increase in the hazard rate of admission when patients change their insurance policy from private to Medicare while this increase was 450% for patients switching from selfpay to Medicare. Therefore, this increase in the hazard rate of admission would eventually lead to an increase in the readmission rate. Second part of our study showed that the best model fit was given by a two-state HMM rather than a one-state HMM—no heterogeneity case. We labeled these two hidden states as bad and good health status states. After recovering each patient’s health status states, the comparison of the mean readmission rates revealed that patients in bad health status are readmitted significantly higher than patients in good health status. Our result suggested the presence of unobserved patient heterogeneity due to varying levels of health status.

Our main results suggest that there are factors which cannot be controllable or modifiable by the index hospitals after patients are discharged. Hospitals inadvertently admitting patients that soon to be
changing their insurance policies or admitting patients that lack medical, personal, and social support outside hospitals would have higher risk of readmitting these patients within 30-days. These hospitals would be penalized by CMS if they had higher than national-average readmission rates. Therefore, it is arguable that policy makers should consider non-clinical factors causally linking to patients’ readmission risk, as these findings suggest, hospitals alone do not seem to be the only source of accountability when analyzing the health outcomes of patients.

6.1 Policy Implications

Affordable Care Act (ACA)

The full implementation of ACA has started in the beginning of 2014. ACA will impact various parts of US healthcare system and nation as a whole. Among various implications of ACA, Medicaid expansion will be the most likely to be of importance for both patients and hospitals in the short run (Rosenbaum 2011). With the implementation of ACA, people having incomes at or below 138% of Federal Poverty Level (FPL) will be eligible to enroll in Medicaid, which would then decrease the uninsured population by 16-17 million (Congressional Budget Office [CBO] 2012). In literature and practice, there is lack of evidence on how providers and patients would be affected from this significant increase in the Medicaid population. Nevertheless, our study results on the insurance policy change for patients switching to Medicare, who were uninsured (self-pay) previously, indicate that patients facing with less obstacles in financial eligibility would start using healthcare resources immediately, which is evident from increased readmission rates. Medicaid population expansion due to ACA would also result in higher readmission rates for previously underserved population—uninsured citizens. Therefore, unless necessary precautions are taken, overall healthcare cost and resource utilization would increase in the US in which hospitals would be penalized for uncontrollable readmissions due to patient-specific factors, i.e., lowered financial liabilities.

Accountable Care Organizations (ACO)

ACOs are proposed as a solution to the fragmented nature of the US healthcare system (Berwick 2011). Under the Medicare Shared Savings program, which was established through the Section 3022 of the ACA, providers as part of an ACO will assume the responsibility for the quality and cost of care delivered to a population of patients (Berenson 2010). These providers may consist of integrated delivery systems, primary care medical groups, hospital-based systems, and virtual networks of physicians, which are jointly held accountable for achieving measured quality improvements and reductions in the rate of spending growth (McClellan et al. 2010). Although there is a big skepticism on the premises of ACOs, i.e., healthcare cost reduction (Crosson 2011; Devers 2009; Fisher and Shortell 2010), we believe that our HMM results reveal supports for an ACO-like-system to achieve reduction in the unnecessary cost through reduced readmission rates. Second part of our study found that a patient’s health status is unobservable to the
providers, which might lead to an increase in the readmission rate if patient’s health was subject to deterioration outside the hospital. Crosson (2011) commented that ACO would encourage healthy behaviors in its patients by preventing and detecting diseases early where possible, and by aggressively managing costly chronic illnesses that would lead to better quality and lower cost. Therefore, if there was a possibility to coordinate and monitor patient’s care by various stakeholders in continuum, patient could get timely appointments, visit ambulatory facilities if needed, receive preventive care, and get support before an urge to re-visit an inpatient setting had aroused, which would reduce the readmission rate eventually. In addition, current policies, e.g., CMS’s HRRP, acknowledge poor performance as a consequence of individual failure, rather than flawed systems (Fisher and Shortell 2010). Hence, ACOs would establish the platform, where hospitals and various other types of providers would have to share the accountability of care all together. That would also help resolve the uncertainties about whether readmission is a hospital quality metric.

Health Information Technologies (HITs)
Following the non-clinical factors that might be impacting the readmission rate, one other aspect is to understand how coordinated care could leverage the continuum of care of patients and lead to improved quality outcomes, i.e., reduction in readmission rates. In doing so, the dependency of coordinated care on the use of HITs should not be left out. HITs are not only embedded into clinical and diagnostic equipment, but they are also developed to capture, store, process, and communicate timely information to providers with the goal of coordinating the whole healthcare system together with providers and patients (Fichman et al. 2011). For instance, Venkatesh et al. (2011) suggest that e-healthcare systems help patients envision their current and long-term health outside the hospital setting by enabling the communication between providers and patients, and informing patients about diagnoses, tests, and follow-up care. In that regard, Telehealth and/or Telemedicine would resort an important HIT application through establishing communication between patients and providers at a distance. As the U.S. Department of Health and Human Services defines; Telehealth is the use of technology to deliver health care, health information or health education at a distance including teleradiology, continuing professional education and home monitoring. Although there is still a need to empirically reveal the true potential of Telehealth and Telemedicine in terms of their impact on patient’s health and quality outcomes at the patient level, some studies suggest that Telehealth may improve care delivered to chronically ill patients, e.g., CHF and COPD, by sending early warning messages of health status deterioration (LaFramboise et al. 2009; Rahimpour et al. 2008; Whitten et al. 2009) and may reduce the rate and cost of readmissions (Finkelstein et al. 2006; Gorst et al. 2014; Myers et al. 2006; Sorknæs et al. 2011). However, Anker et al. (2011) argue that revealing the potential of Telehealth in managing patients with CHF is challenging because of the varying capabilities of Telehealth approaches, as well as varying needs of CHF patients. Hence, the profile of patients, who can potentially benefit from telemedicine, is unknown, and more research is required to uncover the true impact of
Telehealth on patient outcomes (Anker et al. 2011). Although we haven’t tested yet, the impact of Telemedicine on patient’s health status and readmission is left for future research. We comment that Telemedicine would reduce the readmission risk of patients in bad health status and we would like to reveal this association in the extension of this study.

6.2 Limitations and Future Directions

Our study is subject to a few limitations. First, we studied the patients whose principal diagnoses were CHF. For a more comprehensive analysis, myocardial infarction and pneumonia patients should also be included in this type of analysis, in which different disease related effects should also be controlled for. Second, dataset size could have been increased by obtaining information on private, selfpay and Medicare patients from other geographic regions. However, it was impossible for us to achieve this since DFWHC gathers discharge claims data only from North Texas region hospitals. Third, although we examined the HMM with two patient random effects, we couldn’t find an improvement in our model fit measures compared to no random effect case. Future research should incorporate patient random effects.

In future, we would like to assess the importance of using HITs in our HMM framework. Mainly, we would like to observe how telemedicine would impact patient’s unobserved health status and subsequently the readmission risk. We believe that telemedicine would have an improving impact on patient’s health outside hospitals and therefore would reduce the preventable readmission rates. We are planning on getting hospital level data from HIMSS Analytics on telemedicine. This database is one of the most widely used data sources with respect to the adoption and usage of HIT systems in US hospitals.
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APPENDIX

Table A 1 HMM Health State Transition Parameter Estimates

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Health State 1 (Bad)</th>
<th>Health State 2 (Good)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SourcePersPhys(_{t})</td>
<td>-0.192 (0.187)</td>
<td>0.087 (0.260)</td>
</tr>
<tr>
<td>DischargeNursingFac(_{t-1})</td>
<td>-0.091 (0.329)</td>
<td>-0.031 (1.301)</td>
</tr>
<tr>
<td>DischargeHomeCare(_{t-1})</td>
<td>-0.035 (0.707)</td>
<td>-0.090 (0.137)</td>
</tr>
<tr>
<td>Readmission(_{t,1})</td>
<td>0.146 (0.867)</td>
<td>1.140*** (0.390)</td>
</tr>
<tr>
<td>(LOS_{t})</td>
<td>-0.126 (0.167)</td>
<td>-0.613*** (0.232)</td>
</tr>
<tr>
<td>ComorbidityIndex(_{t})</td>
<td>-0.132 (0.132)</td>
<td>0.102 (0.750)</td>
</tr>
<tr>
<td>HsTeaching(_{t})</td>
<td>-0.162 (0.207)</td>
<td>0.217 (0.766)</td>
</tr>
<tr>
<td>HsBedSize(_{t})</td>
<td>-0.125 (0.507)</td>
<td>-0.529 (0.546)</td>
</tr>
<tr>
<td>PtWhite(_{t})</td>
<td>-0.133 (0.151)</td>
<td>-0.640** (0.262)</td>
</tr>
<tr>
<td>PtFemale(_{t})</td>
<td>0.186 (0.472)</td>
<td>-0.026 (0.511)</td>
</tr>
<tr>
<td>PtAge(_{t})</td>
<td>0.124 (0.222)</td>
<td>-0.344** (0.159)</td>
</tr>
<tr>
<td>InsuranceMedicare(_{t})</td>
<td>0.141 (0.706)</td>
<td>0.455* (0.273)</td>
</tr>
</tbody>
</table>

Standard errors in parentheses.
* \(p < 0.10\), ** \(p < 0.05\), *** \(p < 0.01\)

All variables are mean 0 centered to reduce the collinearity among variables.